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1. SCOPE

This document specifies the interfaces between the New Horizons Science Operations Center (SOC) and
the instrument pipeline, which process data from Level 1 to Level 2. The purpose is to define the various
aspects of the interfaces in sufficient detail to establish a clear understanding between the SOC and the
instrument team to allow for a parallel pipeline development.

2. SIGNATURES, AUTHORSHIP, AND RESPONSIBILITY

This document is unusual in that many parties took part in its writing. Specifically, sections 1 through 6
were written by the document author, whereas the bulk of the instrument-specific sections (7 through 14)
were written by representatives of the instrument described. Because of this, a few words will be said
regarding signatures.

Each instrument team will have a person or persons responsible for their section. If changes are made to
that section, only the person(s) responsible need to sign the new revision. If, however, changes are made
to sections 1 through 6, all parties need to sign. The title(s) of the person(s) responsible for each
instrument section are given in the signature section above.

3. APPLICABLE DOCUMENTS

3.1 New Horizons Documents

New Horizons SOC Data Pipeline Guide (SWRI Doc. No. 05310-SOCPL-G-01)

New Horizons SOC Level 1 Data Formats (SWRI Doc. No. 05310-SOCL1DATA-01)

New Horizons SOC Pipeline User Manual (SWRI DOc. No. 05310-SOCPLUM-01)

e  New Horizons Data Management and Archiving Plan (SwRI Doc. No. 05310-DMAP-01)
e New Horizons Longevity Plan (APL Doc. No. 7399-9009)

e Definition of the Flexible Image Transport System (FITS)
(ftp://legacy.gsfc.nasa.gov/fits_info/fits _office/fits standard.pdf)

4. INTRODUCTION

The New Horizons SOC is part of the ground system that processes data returned from the New Horizons
planetary spacecraft. Data downlinked from the spacecraft in raw packetized form is retrieved by the SOC
from the Mission Operations Center (MOC) along with navigation and related ancillary data. The SOC
generates the higher level (more refined) data products used by the instrument teams and science teams.
In addition, the SOC performs archiving of data (but not data products, such as maps) to the Planetary
Data System (PDS). The science data processing component of the SOC is called the SOC pipeline. The
Level 2 pipeline (called the “instrument pipeline” and also known as the “calibration pipeline”) software
is a segment of the SOC Pipeline. The instrument pipeline for each instrument is written by the
appropriate instrument team. It is run on the SOC processing station to transform Level 1 decommutated
data into Level 2 calibrated science data. The instrument pipeline creates PDS standard, Level 2
provisional products in Flexible Image Transport System (FITS) format, which is described in the
document referenced herein (Definition of the Flexible Image Transport System).

The SOC pipeline is divided into two main parts: the Level 1 pipeline segment and the Level 2
(instrument) pipeline segment. Pipeline processing is carried out sequentially. Results of the Level 1
pipeline are provided as inputs to the instrument Level 2 pipeline segment. More information about the
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formats of Level 1 data can be found in the “New Horizons SOC Level 1 Data Formats” document (SWRI
Doc. No. 05310-SOCL1DATA-01). The instrument pipeline generates Level 2 results that the SOC
forwards to the PDS archiving process.

The SOC obtains science data from the Mission Operations Center (MOC) through automated network
transfers. Low-speed housekeeping and high-speed science data from the spacecraft are provided in
packetized Supplemented Telemetry Packet (STP) form. Navigation data, ephemerides and spacecraft
pointing information, is provided in SPICE format from the MOC and is used in Level 1 processing.
Upon getting packets (housekeeping and science data) from the MOC, the data is decommutated in the
SOC and written to an SQL database. Housekeeping from the database and science data are associated by
MET time and other methods, such as by using meta data inserted in the high-speed telemetry. Data for an
observation are combined to create the Level 1 uncalibrated data file. A PDS detached header file (a
separate file containing the PDS header with a pointer to the data file itself) is also created for each file.
The header of the Level 1 file contains most of the necessary information about the particular observation
needed by the instrument pipeline (an exception is detailed pointing, which will be calculated during
calibration). The instrument pipeline segment creates the Level 2 calibrated data file from the contents of
the Level 1 file and calibration data provided by the instrument team. Level 1 and Level 2 science data
files are stored in FITS format. Lastly, the SOC archives pipeline data products to the PDS.

SOC pipeline processing is automated under the control of the Master Data Manager (MDM), which is a
collection of scripts that control the flow of the pipeline. While manual execution of the program is
permitted, normal operation of the SOC pipeline is not directed by manual requests or user inputs.
Pipeline segments are called by the MDM when data from the MOC or from a previous pipeline step is
available.

The hardware platform used for the SOC as implemented for launch and early mission is an Intel Pentium
4 processor running at 3.2GHz with 4GB RAM and a 146GB SCSI hard disk. In the case of the primary
SOC (TSOC), located in Boulder, Colorado, two of these machines are used (one for pipeline processing
and the other for data storage). At the secondary (backup) SOC (CSOC), only one machine is used for
both purposes. The operating system used in all cases is Linux. Migration to newer machines compatable
with SOC requirements is a possibility during the long flight missions.

5. INTERFACE DESCRIPTION

The SOC pipeline code will call the Level 2 pipeline code by executing a separate process. The name of
the executable or script shall be:

[instrument] level2 pipeline

(where “[instrument]” is the full instrument name (i.e. alice, leisa, lorri, mvic, pepssi, rex, sdc, or swap) in
lower case).

The parameters (all are character strings) passed to the Level 2 code will follow the executable name and
will be in the following order (note that “full path,” when stated below, means a file specification
containing the filename and all directories in the file’s path):

e in file - Location of input (Level 1) file (in_file)
The SOC will provide the full path of the Level 1 input file to the Level 2 pipeline code.
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e in pds header - Location of input (Level 1) detached PDS header
The SOC will provide the full path of the Level 1 PDS header to the Level 2 pipeline code.

e calibration_dir - Location of calibration data and temporary file storage
Data provided by the instrument team that is needed for calibration shall be supplied by the
instrument team. The SOC will provide the root directory containing these files (and potentially,
subdirectories) to the Level 2 pipeline code so it references the correct location. The structure of
the directories under this directory is up to the instrument team.

e temp dir - Location for temporary storage used by code
This is a place where the instrument pipeline code may write files for temporary use. The
contents of this directory will be erased upon completion of the instrument pipeline.

e out status - Location of status file
The Level 2 pipeline, upon completion, may write a short machine readable status file used to
communicate the results of the processing to the main SOC pipeline. The location (full path) of
this file will be supplied by the SOC.

e out_ file - Location of output (Level 2) file
This is the file (full path) to which the output will be written. The SOC will provide this to the
Level 2 pipeline code.

e out_pds header - Location of output (Level 2) detached PDS header
This is the file (full path) to which the Level 2 PDS header will be written. The SOC will provide
this to the Level 2 pipeline code.

6. REQUIREMENTS

This section describes the various requirements that the instrument team shall follow with regard to the
Level 2 pipelines.

6.1 Level 2 (output) Files

The Level 2 data files shall be FITS files, and there shall be exactly one Level 2 file produced for each
Level 1 file (in any given run of the instrument pipeline). The headers will be mostly the same, except for
optional additional keywords inserted in the Level 2 files (this could include, for example, refined
pointing). In other words, typically, the Level 2 header keywords will be a superset of the Level 1 header
keywords.

The filename of the Level 2 file will be supplied by the SOC, and it will be similar to the Level 1
filename. PDS requires a “27.3” ASCII character limit on the filenames, and the format of the names shall
be as follows:

e Level 1: [instrument] [MET] [ApID] eng [version].fit
e Level 2: [instrument] [MET]_[ApID]_ sci_[version].fit

(where “[instrument]” is the first three letters of the instrument name (i.e. ali, lei, lor, mvi, pep, rex, sdc,
or swa) in lower case, “[MET]” is the 10-digit MET time, either from the instrument itself (low-speed
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data) or from the instrument interface card (high-speed data), “[ApID]” is the hexadecimal value of the
ApID for this observation, and “[version]” is the version stamped on this file based in existing previous
versions produced).

The instrument/mode strings above will be derived from the ApID of the data, and these filenames will be
supplied to the instrument pipeline (see the interface description above).

Whereas the Level 1 files will be in the same "units" as the data coming from the spacecraft/instrument
(i.e. same binary representation - this is partly to avoid any round-off or conversion loss), the Level 2 files
shall express values in physical units useful for scientific interpretation.

Whereas the Level 1 files only contain the header and data itself, the Level 2 files shall contain (when
appropriate) two additional "panes" (FITS extensions):

e Error (specifies error bars on the numbers — defined by the instrument team)
e Quality (Indicates the quality of the data — defined by the instrument team)

If it is desired to re-run the Level 2 pipeline (because of new Level 2 code or calibration data), a new
version of the output file will be named as specified above when calling the Level 2 pipeline.

6.2  Pointing Information

The pointing information included in the Level 1 files will be mostly non-instrument specific (except for
bore-sight vector where applicable). It also may not cover the time granularity needed for calibration in
the Level 2 pipelines (see the “New Horizons SOC Level 1 Data Formats” document (SWRI Doc. No.
05310-SOCL1DATA-01) for specifics). Therefore it is expected that the Level 2 pipelines may have to
make use of SPICE. It is therefore the responsibility of the Level 2 pipelines to provide this functionality.
SPICE kernels will be available on the SOC.

6.3 The Code

The SOC defines the interface the code uses to access the required data. This includes the directory
structure on the disk where the Level 1 data file can be found as well as the path (specific to each
instrument) where instrument-team-supplied calibration files and other data will be stored and accessed.
Also, the filename of the output file is supplied.

The code shall be written in a language that meets the SOC's longevity requirements (see section 6.11).
More information on this can be found in the “New Horizons SOC Pipeline Guide” (SWRI Doc. No.
05310-SOCPL-G-01). The languages allowed are as follows:

e C

o C++

e Fortran
e IDL

e Python
e Java

e Perl
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The code written by the instrument team shall not implement very time consuming iterative numerical
processing to the extent that it has an impact on the daily processing done by the SOC. In other words, if
the time to compute Level 2 data is so extreme that it jeopardizes the completion of each daily run of the
pipeline (so ample idle time is not available between runs), the situation will need to be re-evaluated. It is
expected that a daily run of the entire pipeline be complete within a few hours of its start. This gives most
of the day for users to access new data before the next run is initiated. The maximum time allowed for
execution of an instrument’s Level 2 pipeline shall be 5 minutes (for each input file processed). The
predicted actual maximum time is negotiated and specified in the instrument-specific sections.

Any needed 3™ party libraries also shall meet the longevity requirements. Specifically, source code should
be available and must be provided with the code unless already available to the SOC.

6.4 Calibration Data

The code will most likely need calibration data in addition to the Level 1 data files themselves. This data
can be anything required. The SOC will provide a directory where these files will be placed on the SOC
pipeline system, and the instrument pipeline code will be able to access them there.

The combination of the Level 1 file (and detached PDS label) and the data provided must be sufficient to
produce each Level 2 file. If housekeeping information (instrument or spacecraft) is needed, these must
be already in the header (or tables) of the Level 1 file. If continuously varying values (e.g. temperature
over many seconds, etc.) are needed, a FITS table will be written into the Level 1 file with this
information.

6.5 Documentation

All code and data files shall be accompanied by thorough documentation. The code itself should have
clear and appropriate comments throughout. Error conditions shall be documented in the code as well (see
section 6.6 for more on this topic).

Documentation and code shall be written assuming that it will be read by someone years from now who is
unfamiliar with the system. Understanding of the documentation should not rely on special scientific
knowledge or specific domain knowledge.

6.6  Error Conditions and Integration Troubleshooting
If there are any reasons the code might abort processing, these shall be defined, and the resulting action

should be specified. Also, if such an abort happens, the reason should be noted in the status file written
(“out_status” file described above).

A contact person shall be specified who will be responsible for helping the SOC operators when
unexpected errors occur. This person should be able to help with debugging and should also be available
to respond and help in two days or less for consultation during the pipeline integration process.

6.7  PDS Archiving

The Level 2 (output) files, as well as Level 1 files, will be archived to PDS. Therefore the format of the
files shall meet PDS requirements. This includes size requirements set forth in the New Horizons Data
Management and Archiving Plan (#05310-DMAP-01).

PDS detached labels for the Level 2 files shall be generated by either the instrument pipeline code or by
the SOC using a translation table (from FITS to PDS keywords). Which method is appropriate will be
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determined on an instrument by instrument basis. If generated by the SOC, “in_pds_header” and
“out_pds_header” can be ignored in the instrument pipeline code.

6.8  Configuration Management

All code, documentation, and calibration files will be put under configuration management at the SOC.
Also, the necessary keywords shall be inserted into the Level 2 headers by the Level 2 pipeline code to
specify the version of the code and data used to produce the Level 2 files. This ensures that data is
traceable back to the correct code version.

In addition, the Level 2 pipeline code shall insert, using header keywords, the calibration files used and
the versions thereof (if applicable).

6.9  Pipeline Updates

Updates to the instrument pipeline (including code, documentation, and calibration data) are to be
delivered to SOC personnel for integration; all such updates will require appropriate documentation and
will fall under SOC CM. The code will be checked in to the SOC configuration management after
regression tests are run. Any special instructions or changes should be communicated to the SOC
personnel, and a file containing release notes (called “RELEASE NOTES”) should accompany the
update. The SOC personnel will notify the instrument team when the new update is in place and active.

6.10 Acceptance Review

The instrument pipeline (including code, documentation, and calibration data) shall be subject to an
acceptance review.

6.11 Longevity

The code and all third party libraries and data files used shall meet the longevity requirements as specified
in the New Horizons Longevity Plan (#7399-9009). Also, development, documentation, and testing of the
pipeline shall adhere to these requirements.
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7. ALICE INSTRUMENT DESCRIPTION

7.1 PERSI-Alice Instrument Overview

PERSI-Alice is a UV spectrograph that is sensitive to Ultraviolet (UV) light in the range of 520-1870 A.
The instrument consists of a telescope section with an off-axis parabolic mirror, and a spectrograph
section that includes a diffraction grating and a microchannel plate (MCP) detector. The MCP detector is
an electro-optical device sensitive to extreme and far ultraviolet light. It consists of a photo cathode-
coated MCP surface that converts UV photons to electrons, an MCP Z-stack configuration of three MCPs
to amplify the signal, and a two-dimensional double delay-line (DDL) anode readout array. The first (x)
dimension provides the spectral location of the detected photon and the second (y) dimension provides
one-dimensional spatial information. The DDL detector system outputs to the command-and-data-
handling (C&DH) electronics the pixel location for each detected photon event. The pixel location (X,Y)
is given as a pair of coordinates, spectral (X axis) and spatial (¥ axis). The events are processed by the
C&DH electronics. The C&DH is also the controller of Alice; it receives commands from the spacecraft,
acquires data from the MCP detector system, and returns telemetry to the spacecraft. Science data
telemetry generation is performed by the detector hardware but the C&DH also controls this function.
Alice has two acquisition modes (see below) in which the spectral/spatial data from the detector are
processed by the C&DH subsystem.

All following descriptions assume a nominal operating instrument. The instrument hardware also
provides a basic, hardware-controlled, default pixel list acquisition mode, which is activated when the
instrument control hardware detects multiple successive software failures. This mode is called the ‘State
Machine Mode’ (SMM); for a description of this mode, the reader is referred to the instrument C&DH
hardware description. Once this mode is activated any software control of the acquisition operation is
disabled, until the instrument C&DH is reset either by a power cycle reset or by a hardware S/C reset.

Data recorded on New Horizons are sent to the ground via the Deep Space Network. From there the data
are sent to the Mission Operations Center (MOC) at the Applied Physics Laboratory (APL). The Science
Operations Center (SOC) at the Southwest Research Institute (SWRI) in Boulder retrieves new data from
the MOC daily. The data from the MOC are in a packetized form. Software pipelines at the SOC convert
the data from these raw packets into FITS (Flexible Image Transport System) format files with
scientifically useful and calibrated data. The initial processing sorts the packets into FITS files (as images
and data tables) with useful header keywords. These keywords include the mode of the observation,
exposure and timing information, and basic pointing information of the instrument boresight. The initial
processing also adds relevant housekeeping telemetry (temperatures, voltages, etc.) in a binary table as an
extension to the FITS file. The calibration pipeline then performs basic scientific calibration on these
data.

7.2  “Raw” Data Specifics
The term “raw” as used here refers to CODMAC Level 2 data

7.21 Data Format
PERSI-Alice High Speed data frame formats:
Science data frames consist of “raw” science data of 32768 16-bit words in size, consisting of 1 word (16

bits) of frame ID header information and a 32767-word data block. Science data frames are generated by
the acquisition hardware and sent to the spacecraft via the dedicated LVDS interface. Data are transferred
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at a rate of 1 Mbit/sec, resulting in a frame transfer time of 557 milliseconds. The spacecraft tags the
received data with a receive time (referred to as ‘collect time’) and stores the data in the Solid State
Recorder (SSR). Note that these science frames are not identical to the CCSDS telemetry packets that are
used to transfer the science data to the ground. The generation of telemetry (TM) packets from the frames
stored in the SSR is handled by the spacecraft and multiple CCSDS TM packets are used to transfer a
single science frame.

To identify the Science frames, a single 16-bit word header is inserted into each frame. This header is
generated by the acquisition hardware and includes the information listed in Table 7-1. The complete
header word of the most recently generated science frame is included in the housekeeping TM packet to
allow for correlation between the two data streams (low and high speed) after the data are received by the
ground system.

Table 7-1: PERSI-Alice Science packet telemetry header

Field Size in bits Description

Packet contents 1 0 - pixel list

(msb) 1 - histogram

Memory 1 0 - ping (side A), 1 - pong (side B)

Last block 1 0 - intermediate block
1 - last block (acquisition cycle terminated)

HW acquisition 1 HW controlled acquisition (hardware “limp along”, a.k.a. “State
machine Mode”), overrides software control after 8 consecutive
watchdog timeouts (see C&DH hardware documentation).

Block number 12 Least significant 12 bits of the block number

The contents of the remainder of the data frames (the 32767-word data block) depend on the acquisition
mode:

e Pixel List Each word in the data block from a pixel list exposure describes a photon event or a time
hack. Photon events are indicated by bit 15 having a value of zero and time hacks are indicated by bit
15 having a value of one. For a photon event, the remaining 15 data bits encode the location of the
detected event consisting of a 10-bit encoded spectral location (X) and a 5-bit encoded spatial location
(Y). The time hack is used to provide temporal information about the photon events. The acquisition
hardware will generate and insert time hacks in the frame on a periodic basis; the frequency of the
time hacks is configurable (by command) for each acquisition in a range of 4 — 512 ms. For a time
hack, the remaining 15 bits contain an incrementing counter that counts the number of 4 ms periods.
This value allows for verification and correction of timing in case of lost frames or packets.

e Histogram Each word in the data block from a histogram exposure is a 16-bit “counter” giving the
number of photon events detected at each specific X,Y location on the detector. The format of the
detector is 1024x32 pixels, which are the spectral and spatial dimensions respectively, i.e., there are
1024 spectral elements along the X-axis and 32 spatial elements along the Y-axis, giving a total of
32768 values (however, the first word always contains the header word). The counters are stored
row-wise, corresponding to the spectral dimension indexing most quickly. These counters saturate at
a maximum value of 65535 to indicate a completely filled counting bin, meaning that the counters do
not wrap around. In addition some special data words (header cross-identification and pulse height
distribution) are overlying the lower left-hand corner of the actual array in a block of 4 (spatial) x 32
(spectral) words. This usage doesn’t affect the science data contents because detector events do not
occur in this region. In this over-written block, the first row contains the header cross-identification
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word, the second and third rows contain the 64 words of pulse height information, and the fourth row
is filled with zeros. A “pulse height” is the amplitude of a photon event, and this pulse height
distribution (PHD) shows the number of events in a 64-bin distribution with 6-bit resolution; the
value in each PHD bin gives the number of events that occurred with the particular amplitude
associated with that bin. These PHD counters also saturate at a value of 65535. So a single photon
event is counted both in the spectral/spatial array and in the pulse height list. The PHD is used as a
diagnostic for the health and behavior of the detector.

For test purposes the instrument can fill the memory with known deterministic patterns so the interfaces
to the spacecraft and ground can be verified. The instrument software allows for the generation of 5
different test patterns.

7.2.1.1 Histogram FITS file:

The primary data unit in the FITS file is a 2-D raw histogram frame (also referred to as an “image”)
consisting of 1024x32 16-bit integer numbers. Note that the Alice instrument data are unsigned 16-bit
integers (giving values of 0 to 65535). The first data extension in the FITS file contains the 64-element
pulse height distribution (PHD) that was acquired together with the histogram. When the Level 1 pipeline
saves the PHD to this extension, it then zeros out that part of the histogram array. The second data
extension contains a 141 column by ¢ row binary table, where ¢ is the time of the exposure in seconds, of
housekeeping values recorded during the observation (the housekeeping report rate is 1 Hz).

FITS File Storage Location Description
Primary Data Unit (PDU) Raw Histogram image (uncorrected counts)
Extension #1 Pulse Height Distribution (PHD)
Extension #2 Binary Housekeeping Table

7.2.1.2 Pixel list FITS file:

Upon receiving a pixel list frame, the Level 1 processing creates a ground-calculated "reconstructed
histogram" from the received pixel list data and places it in the primary data unit of the FITS file; this
enables an easy quick-look inspection of the pixel list data (e.g., using most FITS viewers that by default
typically display the data in the primary data unit). The pixel list data itself can be hard to interpret, so this
reconstructed histogram image is desirable to enable the scientist to determine, e.g., data quality, whether
the target was in the field of view, etc... The first data extension contains the raw pixel list data set, which
includes the full stream of photon events and time hacks. The second extension contains the count rate
derived from the pixels list data. Each count rate bin shows the number of events that occurred between
successive time hacks. The resolution of this count rate data set is determined by the hack rate used for
the pixel list acquisition. The length of this vector is variable depending on the source flux and the hack
rate. The third data extension contains a 141 column by ¢ row binary table, where ¢ is the time of the
exposure in seconds, of housekeeping values recorded during the observation.

FITS File Storage Location Description

Primary Data Unit (PDU) Reconstructed Histogram image (uncalibrated
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Extension #1 raw pixel list
Extension #2 Count rate vector from pixel list data (sampled at

time hack rate)

Extension #3 Binary Housekeeping Table

7.2.2 Data Sources (High/Low Speed, CCSDS, ITF)

PERSI-Alice data are transferred via CCSDS packets that are packetized by the spacecraft from the Solid
State Recorder.

The spacecraft will packetize the PERSI-Alice High Speed Telemetry data into CCSDS packages before
sending the data to the ground. Different APIDs are used to distinguish the histogram and pixel list data
packets (see Table 7-2). For the PERSI-Alice science frames the spacecraft will either use the “RAW”
packetized format or the loss-less compressed format to transfer the data. In either case the result will be
data encoded in CCSDS telemetry packets. The package APIDs listed in Table 7-2 are used to distinguish
the different Alice CCSDS packets.

The packet time as listed in the CCSDS packet represents the time at which the packetization operation
was performed. The second time field contains the frame collection time as sent from a spacecraft
perspective, meaning this represents the time at which the spacecraft received the frame from the
instrument. As the instrument immediately sends the frame at the completion of the acquisition this
corresponds to the time at which the acquisition was completed.

Table 7-2: PERSI-Alice science APIDs

APID IEM-1 APID IEM-2 | Data
0x4B0 0x4B4 Compressed (Loss-Less) Alice Pixel list Data (DT-1)
0x4B1 0x4B5 Packetized (RAW) Alice Pixel list Data (DT-1)
0x4B2 0x4B6 Compressed (Loss-Less) Alice Histogram Data (DT-2)
0x4B3 0x4B7 Packetized (RAW) Alice Histogram Data (DT-2)

Packetized “RAW?” telemetry:

The nominal data transfer method for the Alice pixel list science data is packetized “raw” data. Each
CCSDS science packet can transfer a segment of up to 480 data bytes. In order to transfer a full PERSI-
Alice frame of 32768 words (16-bits), 137 science packets are needed; the first 136 packets will all be full
size segments of 480 bytes, the last packet will transfer the remaining 256 bytes. The grouping flags of
the packets indicate the start and end segment within a complete frame transfer.

Note the ‘#’ marks in the following tables refer to the third digit of the APID, the valid digits for these
numbers are indicated in Table 7-2.

Table 7-3: PERSI-Alice CCSDS Packetized (RAW) science packet

Parameter Size in bytes | Description
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Parameter Size in bytes | Description
Primary Header
PH_VER_NUM_4B# (3) Version Number, fixed value = 0; designates a
source packet
PH_PKT_TYP_4B# (1) 2 Type Indicator, fixed value = 0; designates a
telemetry packet
PH_SH_FLG_4B# (1) Secondary Header Flag, fixed value = 1;
designates presence of secondary header
PH_APP_ID_4B# (11) Application Process identifier, see Table 7-2
PH_SEQ_FLG_4B# (2) Grouping Flags:
2 1 — first segment
0 — intermediate segment
2 — last segment
PH_SEQ_CNT_4B# (14) Source Count, continuous sequence count of all
generated packets (per APID) (modulo 16384)
PH_PKT_LEN_4B# 2 Number of bytes (secondary header + data bytes —
1): 511 or 287
Secondary Header
SH_PACKET_TIME_4B# 4 Spacecraft MET at time the Telemetry packet is
constructed
SH_COLLECT_TIME_4B# 4 Spacecraft MET at time the high-speed science
data was collected
Data
ERROR_STATUS 8 Information from the SSR forward error correcting
code, not important for simple decoding
SSR_HEADER 16 Information from the SSR storage administration,
not important for simple decoding
DATA_BLOCK 480 Data bytes, all packets except the last packet 480
bytes, the last one is 256 bytes

Lossless Compressed telemetry:

The nominal data transfer method for the Alice histogram science data is lossless compressed data. When
applied to pixel list data, the ‘FAST’ algorithm results in negligible compression rates, and occasionally
in a 1% expansion, therefore lossless compression will generally not be used with pixel list data. The
spacecraft uses the so called ‘FAST’ algorithm to compress the image data. The ‘FAST’ algorithm uses
one-dimensional correlation between successive data elements to remove redundancy. Data is encoded in
blocks of 16 successive science values, the first value of such a block is send in full 16 bits, the remainder
of the block is encoded using successive differences, using an adaptive coding mechanism.

Table 7-4: PERSI-Alice CCSDS Compressed (Loss-Less) science packet

Parameter Size in bytes | Description

Primary Header

PH_VER_NUM_4B# (3) Version Number, fixed value = 0; designates a
source packet

PH_PKT_TYP_4B# (1) 2 Type Indicator, fixed value = 0; designates a
telemetry packet

PH_SH_FLG_4B# (1) Secondary Header Flag, fixed value = 1;

designates presence of secondary header
PH_APP_ID_4B# (11) Application Process identifier, see Table 2
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Parameter Size in bytes | Description
PH_SEQ_FLG_4B# (2) Grouping Flags:
2 1 —first segment
0 — intermediate segment
2 — last segment
PH_SEQ_CNT_4B# (14) Source Count, continuous sequence count of all
generated packets (per APID) (modulo 16384)
PH_PKT_LEN_4B# 2 Number of bytes (secondary header + data bytes —
1): maximum 265
Secondary Header
SH_PACKET_TIME_4B# 4 Spacecraft MET at time the Telemetry packet is
constructed
SH_COLLECT_TIME_4B# 4 Spacecraft MET at time the high-speed science
data was collected
Data
COMP_UNIT_INDICATOR 2 Compression Unit (CU) Indicator The compression
unit indicator (CUI) is sequential with the MSB set if
it is the first packet within a CUI.
5 IMAGE_LINE_SIZE 2 Width of an image line
O IMAGE_LENGTH 2 Total image length
('7) g X_POSITION 2 Bottom left start position (windowed data)
@ Y_POSITION 2 Bottom left start position (windowed data)
v COLOR_INDICATOR 2 Color channel of data, 0 = not applicable for Alice
FAST_DATA 1..256 Loss-less (FAST) compressed alice science data;
total packet data size is limited to 256+2 bytes, so
for the first CU only 246 data bytes are used.

Description of the FAST encoded data:
e Each compressed observation consists of an integer number of Compression Units (CUs).
Each CU represents a fixed number of samples (2048).
Each CU starts with a 16 bit initial value, this value is byte aligned.
In the first CU of an observation the third byte contains the block length (16).
Each Compression Unit contains and integer number of Blocks ( = 2048/block length = 128).
Each Block starts with a 5 bit number that indicates the number of bits used to encode the successive
differences.
e Each Block continues with the differences, the least significant bit of these small numbers is used as a
sign indicator, so the differences can be positive and negative.
Note that even after an initial value (start of a CU) a difference is encoded to calculate the first data sample,
so the initial delta after the initial value will be zero.

7.2.3 Definition of an “Observation”

An observation will be a single histogram image or one frame of a pixel list series. Each observation will
be written to a separate FITS file. A pixel list resulting from a single exposure command may therefore
produce many such frames, each of which will be saved as a separate FITS file.

7.24 S/C Housekeeping Needed in Level 1 Files (for Calibration)

Spacecraft housekeeping that may be needed in the Alice pipeline include any temperature sensors on the
spacecraft around the Alice instrument and the spacecraft-measured instrument bus voltage and power
consumption on the different busses.
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Spacecraft measured temperatures related to Alice (Apld 0x00D and 0x08D):
T _A.CDH_TEMP_ALICE BRACK BASE 00D

T A.CDH TEMP ALICE 1 00D

T A.CDH TEMP ALICE 2 00D

PDU parameters related to Alice (Apld 0x009, 0x00a, 0x089 and 0x08a):
ALICE _LVPS A VOLT 009

ALICE_LVPS_A CURR_009

ALICE_LVPS B_VOLT 009

ALICE_LVPS B CURR 009

ALICE_ACT _A_VOLT_00A

ALICE ACT A CURR 00A

ALICE_ACT B VOLT 009

ALICE ACT B_CURR 009

Note that these temperatures currently are not used in the pipeline processing, but may be used in the
future as the code and calibrations are revised.

7.3  “Calibrated” Data Specifics
“Calibrated” data as used here refers to CODMAC level 3 data.

7.3.1 Algorithm for Pipeline

Overview: The Alice calibration pipeline that is run at the SOC applies various calibrations to raw Alice
data to convert the data from units of counts to flux units (photons/s/cm?). Four types of operations can be
performed. They are, in order of application to the data: deadtime correction, dark correction, effective
area correction, and flat field correction. These are described in more detail below.

7.3.1.1 Deadtime Correction

The Alice detector electronics require a finite time to process a photoelectron pulse. As a result, if
photoelectron pulses arrive too close together in time, the latter pulse(s) will not be recorded, resulting in
an effective decrease in the sensitivity of the instrument that is a function of the count rate. The deadtime
correction time constant is 18 microseconds. At input rates below 50 kHz, the detector electronics is non-
paralyzable (fixed deadtime per event that is not re-triggerable). To calculate the detector output count
rate, the following formula is used:

Cout =Ci, / (1 + Cin T)

where C, is the output (i.e., detected) count rate and Ci, is the input count rate. At a count rate of 1 kHz,
the deadtime correction factor (t) is approximately 1.02, while at 20 kHz, the deadtime correction factor
is approximately 1.56.
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7.3.1.2 Dark Correction

The Alice detector electronics register photon events even when the aperture door is closed and the
detector is not illuminated. The spatial distribution of dark counts is approximately uniform across the
detector. However, there is some low-level 2-D structure to the dark counts. Alice observations made with
the aperture door closed are summed together to create a "superdark". This superdark image is then scaled
to the exposure time of an Alice science observation and subtracted from the data.

During in-flight commissioning, these dark counts were measured at a rate of approximately 94 Hz across
the entire detector. The primary source of dark counts is the spacecraft RTG. Dark exposures are made
throughout the mission to monitor the background event rate and detector performance.

7.3.1.3 Effective Area

The sensitivity of Alice to UV photons varies as a function of wavelength. It is convenient to think of the
Alice sensitivity in terms of the effective area of the instrument. For a point source located at infinity,
effective area is defined as the area of the surface that intercepts incident photons at the same rate as is
detected by the Alice instrument. Dividing the observed count rate by the effective area yields the
incident flux of photons. In general, effective area depends on the geometric size of the instrument
aperture, reflectivities of the optical surfaces, sensitivity and quantum efficiency of the detector, etc.

The Alice effective area curve (v003) is based on pre-flight estimates and calibration stars observed by
both Alice and the IUE satellite. Above 1350 Angstroms, the effective area is derived from matching the
stellar flux observed by Alice with that observed by IUE. Below 1350 Angstroms, the pre-f